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Introduction

ImageNet Dataset

1.2 million training images 

(Russakovsky et al., 2015)

nuScenes Dataset

1.4 million images

(Caesar et al., 2020)



Introduction
Ø Incorrect labels have been found among many widely used datasets.

• ImageNet Dataset: 0.3% incorrect labels

• QuickDraw Dataset: 10% incorrect labels

• Amazon Reviews Dataset: 3.9% incorrect labels (Northcutt et al., 2021)  https://labelerrors.com/

https://labelerrors.com/


Introduction
Ø Possible causes of the incorrect labels:

1. Subjective criteria (e.g., medical diagnosis)

(Nir et al., 2018)



Introduction
Ø Possible causes of the incorrect labels:

1. Subjective criteria (e.g., medical diagnosis).

2. Practice makes perfect.

The precision and recall of workers on category labeling, with 
color indicating how many jobs they completed.

(Lin et al., 2014)



Introduction
Ø Possible causes of the incorrect labels:

1. Subjective criteria (e.g., medical diagnosis).

2. Practice makes perfect.

3. Professional knowledge.

4. ……

Similar birds
(Lin et al., 2014)



Literature Review
Ø Noise Filtering Method

1. Decision tree, 𝑘-nearest neighbor classifiers, and linear machines  (Brodley & Friedl, 1999) – JAIR

2. Na ̈ıve Bayes  (Farid et al., 2014) – Expert systems with applications

3. MentorNet (Jiang et al., 2018) – ICML

𝑋 𝑌 𝑌∗



Literature Review
Ø Modified Model Architecture

1. BayesANIL (Ramakrishnan et al., 2005) – ICML

2. Decoupling  (Malach & Shalev-Shwartz, 2017) – arXiv

3. Co-teaching  (Han et al., 2018) – NeurIPS

(Han et al., 2018) – NeurIPS



Literature Review
Ø Modified Model Architecture

4. Noisy Labels Neural-Network (NLNN) algorithm (Bekker & Goldberger, 2016) - ICASSP

Noisy channel: 𝜃(𝑖, 𝑗) = 𝑝(𝑧 = 𝑗|𝑦 = 𝑖)

correct label 𝑦 noisy label 𝑧feature vector 𝑥



Literature Review
Ø Modified Model Architecture

5. NLNN + a Noise Adaptation Layer (Goldberger & Ben-Reuven, 2017) - ICLR

correct label 𝑦 noisy label 𝑧feature vector 𝑥



Notations
Ø Instances: 𝕏 = 𝑋!, … , 𝑋" with 𝑋# = 𝑋#!, … , 𝑋#$ %. Each 𝑋#& ∈ {0,1}.

Ø Observed labels: 𝕐 = 𝑌!, … , 𝑌" . Each 𝑌# ∈ 1,… , 𝐾 .

Ø True labels: 𝕐∗ = 𝑌!∗, … , 𝑌"∗ .

Ø The probability of true class being class 𝑘: 𝜋( = 𝑃(𝑌#∗ = 𝑘).

Ø The probability of the 𝑗th feature being 1 in class 𝑘: 𝑝&( = 𝑃 𝑋#& = 1 𝑌#∗ = 𝑘 .

Ø Total parameter set: 𝜃.



Mislabeling Mechanism
Ø Data Generating Assumption

Ø Class-conditional noise  (Patrini et al., 2017; Zhang et al., 2021)

𝑃 𝑌# 𝑌#∗, 𝑋# = 𝑃 𝑌# 𝑌#∗

Ø Mislabeling probability matrix: 𝑃 𝑌# = 𝑘! 𝑌#∗ = 𝑘) = 𝜌(!("

with ∑(!*!
+ 𝜌(!(" = 1 for 1 ≤ 𝑘) ≤ 𝐾.



Mislabeling Impact

Ø Uniform label noise (Frenay et al., 2014)

Ø 𝐾 = 2

𝑝!" > 𝑝!#

𝑃 𝑌$∗ = 1 𝑋$! = 1 > 𝑃(𝑌$∗ = 2|𝑋$! = 1)

𝑃 𝑌$ = 1 𝑋$! = 1 > 𝑃(𝑌$ = 2|𝑋$! = 1)

Ø 𝐾 > 2: similar results



Mislabeling Impact
Ø Varying mislabeling probability: 𝜌(!(" = 𝑃(𝑌# = 𝑘!|𝑌#∗ = 𝑘))

Class 1

Ø Assume 0.9 ≤ 𝜌 < 1, 𝐾 ≫ 11.

𝑝!" ≪ 𝑝!& for 𝑘 ≥ 2
𝑃 𝑌$∗ = 1 𝑋$! = 1 < 𝑃(𝑌$∗ = 𝑘|𝑋$! = 1)

𝑃 𝑌$ = 1 𝑋$! = 1 > 𝑃(𝑌$ = 𝑘|𝑋$! = 1)

for 𝑘 ≥ 2



Mislabeling Impact
Ø Evaluation of the mislabeling impact:

ACC ACC*

∆ACC = ACC − ACC∗



Log-Likelihood Function

Ø Log-likelihood function:

𝑌$∗ is latent!



Identifiability Issue

Ø A shift case:

Ø ℓ 𝜃 = Fℓ F𝜃

Ø Assumption: 𝜌(( is larger than the off-diagonal elements.



EM Algorithm à INB Algorithm
Ø E step:

Ø Denote G𝛾#(
(-) = 𝑃 𝑌#∗ = 𝑘 𝑋#, 𝑌#, I𝜃 - .

7𝛾$&
' =

7𝜋&
' 7𝜌(! &

' ∏!)"
* �̂�!&

' +!" 1 − �̂�!&
' ",+!"

∑&)"- 7𝜋&
' 7𝜌(! &

' ∏!)"
* �̂�!&

' +!" 1 − �̂�!&
' ",+!" Update 7𝛾$&

' .

Ø M step:

Update estimators.



Simulation Experiments
Ø Setups:

Ø 𝑋#’s dimension: 𝑑 = 500.

Ø Number of classes: 𝐾 = 5.

Ø Size of data: 𝑛 = 500, 1000, and 5000. 80% in the training set and 20% in the testing set. 

Ø Prior probability: 𝜋( = 1/𝐾.

Ø The probability of 𝑋#& = 1: 𝑝&(~ 0, 0.1 +𝒩 0.65, 0.06)

Ø Mislabeling Probability matrix 𝜌((: uniformly generated from an interval

Ø 𝐵 = 100. 

Ø Baseline methods:

1. Na ̈ıve Bayes (NB) model

2. NLNN method of (Bekker et al., 2016); 3. NAL method of (Goldberger et al., 2017)

4. NB-T



Simulation Performances

Mislabeling Impact



Real Data Experiments
Ø 20 Newsgroups Benchmark Dataset:

Ø 18,864 documents with 15,076 in the training set and 3,770 in the testing set. 

Ø Top 7,302 words with the highest TF-IDF values are maintained.

Ø Mislabeled instances are artificially generated. (20%)

Ø Models:

1. NB (wrong)

2. INB method 

3. NLNN method

4. NAL method

5. NB (correct)



Real Data Experiments

NB (wrong) INB NLNN NAL NB(correct)



Real Data Experiments
Ø Live Streaming Dialog Dataset:

Ø 𝑁 = 1416

Ø 𝑌: 𝐾 = 13
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Real Data Experiments

Ø Live Streaming Dialog Dataset:

Ø 𝑁 = 1416

Ø 𝑌: 𝐾 = 13

Ø 𝑋: 𝑑 = 22

Ø Mislabeling rate: about 19.49%

Ø Train/Test split: 80%/20%

Ø 𝐵 = 100

Ø Models:

Ø NB(wrong)

Ø INB

Ø NLNN

Ø NAL

Ø NB(correct)



Real Data Experiments

NB (wrong) INB NLNN NAL NB(correct)



Future Work

Ø How to accommodate continuous features? 



Thanks!


