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Introduction
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Figure 2. Front camera images collected from clear weather (col 1), nighttime (col 2), rain (col 3) and construction zones (col 4).
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Introduction

» Incorrect labels have been found among many widely used datasets.
* ImageNet Dataset: 0.3% incorrect labels
e QuickDraw Dataset: 10% incorrect labels

 Amazon Reviews Dataset: 3.9% incorrect labels https://labelerrors.com/

CIFAR-10 given label:
cat

ImageNet given label:
red panda

Cleanlab guessed: frog
Cleanlab guessed: giant panda
MTurk consensus: frog

MTurk consensus: giant panda
ID: 2405
ID: 00031356
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> Possible causes of the incorrect labels:
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1. Subjective criteria (e.g., medical diagnosis)
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Gleason 4

Gleason 3
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(a) Inter-observer variability (pathologists are not in alpha- (b) Intra-class variability and

betical order) inter-class similarity

Fig. 1. Heterogeneity of PCa patterns and grading lead to classification challenges.
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Introduction

> Possible causes of the incorrect labels:
1. Subjective criteria (e.g., medical diagnosis).

2. Practice makes perfect.
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The precision and recall of workers on category labeling, with
color indicating how many jobs they completed.
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Introduction

» Possible causes of the incorrect labels:
1. Subjective criteria (e.g., medical diagnosis).
Practice makes perfect.
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Literature Review

» Noise Filtering Method
1. Decision tree, k-nearest neighbor classifiers, and linear machines
2. Nalve Bayes

3. MentorNet
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Literature Review

» Modified Model Architecture
1. BayesANIL
2. Decoupling
3. Co-teaching
l!l-Net Decoupling  Co-teaching

Mini-batch 1| (A H(A) (B),1 (A (B) |

Mini-batchzi (A) Ei i :E ‘ i
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Literature Review

» Modified Model Architecture
4. Noisy Labels Neural-Network (NLNN) algorithm
Noisy channel: 8(i,j) = p(z = jly = i)

w 0
X y : zZ
~ Neural-Network - noisy channel ——

feature vector x correct label y noisy label z
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Literature Review

» Modified Model Architecture
5. NLNN + a Noise Adaptation Layer
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Figure 1: An illustration of the noisy-label neural network architecture for the training phase (above)

and test phase (below).
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Notations

YV YV YV VYV V V

Instances: X = {Xq, ..., Xy} with X; = (X3, ..., X;q) " Each X;; € {0,1}.

Observed labels: Y = {Y3, ..., Yy}. Each Y; € {1, ..., K}.
True labels: Y* = {Y{', ..., Yy }.
The probability of true class being class k: m, = P(Y;" = k).

The probability of the jth feature being 1in class k: pj, = P(Xl-j =1
Total parameter set: 0. X Y Y*
k )
|
Dimension: d
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Mislabeling Mechanism

» Data Generating Assumption

> Class-conditional noise

P(Y;|Y7, X)) = P(Y;|Y{) Q

> Mislabeling probability matrix: P(Y; = kq|Y;" = k3) = py «,

(pll P12 - PlK\
P21 P22 - P2K
\,0[.{1 /)1.(2 e PI;K/

with ZII§1=1 Pk k, = 1forl < k2 <K.
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Mislabeling Impact

1=p 1-p
_ _ P K—1 K—1
> Uniform label noise =8 o
> K =2 . . '
—pP —P
K-1 K-1 P

PO =1]X; =1) > PO = 21X, = 1)
Pj1 > Pj2 \ >
-
™ P(Y; = 1|X;; = 1) > P(Y; = 2|X;; = 1) /"
3 a
L 4 ] '\

> K > 2:similar results
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Mislabeling Impact

» Varying mislabeling probability:

Class 1 p l=—p||1=p - l—p\
1—p ; 0 0
0 0 p 0
\ 0 0 0 p )

» Assume 09 <p<1,K > 11.

P(Y/ =1|X;; =1) < P(Y{ =k|X;; = 1)
Pj1 L pji fork = 2 fork > 2

P(Y; =1|X;; =1) > P(Y; = k|X;; = 1)
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Mislabeling Impact

» Evaluation of the mislabeling impact:

X Y Y* X Y Y*
\ \ J \ \ J
| |
Dimension: d Dimension\d
ACC ACC*

AACC = ACC — ACC”
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Log-Likelihood Function

» Log-likelihood function:

¢(6) =In P(X, Y, Y*|9)

N d
=3 {10 POTI0) + I POV, 0) + Y I POX 1¥7,0)

i=1 J=1
N N N d
=3t b 3 v+ 33 Xy vy
i=1 i=1 1=1 j=1
N d
(2) + Z Z(l — Xi;)In (1 A ijz.*)- Y;" is latent!
i=1 j=1
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ldentifiability Issue

> A shift case:

> £(0) =2(0)

» Assumption: py is larger than the off-diagonal elements.
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EM Algorithm = INB Algorithm

> E step:
> Denote )71-(,? = P(Y; = k|X;,Y;,0®).

~A(t) A NG T )1 Xij
) A1) 1d p J{l—p(t)}

&) Tk Prikllj=1Dj ik
ik — 1%
A () A1) (B Xij A (1) ij - (1)
k=17t Py NGB 7 {1 — Dy } Update 7;,.”.
N
> Mistep: R Y 50N, 1<k <K,
=1
~(t+1) a ~(t) a ~(t) . Update estimators.
Py = | D Xiun 79 ), 1<j<d 1<k<K,
i=1 i=1
N N
t+1 ~(t ~(t
) = (Lo =kits) [/ (258) 1<k <
1=1 1=1
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Simulation Experiments

» Setups:
» X;’s dimension: d = 500.
» Number of classes: K = 5.
» Size of data: n = 500, 1000, and 5000. 80% in the training set and 20% in the testing set.
» Prior probability: T, = 1/K.
> The probability of X;; = 1: pj;,~|0,0.1) + NV (0.65, 0.06%)
» Mislabeling Probability matrix pyj: uniformly generated from an interval
» B = 100.
» Baseline methods:
1. Nalve Bayes (NB) model
2. NLNN method of : 3. NAL method of
4. NB-T
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Simulation Performances

Table 1. Finite sample performances of different methods with different pyj. intervals and sample sizes.

MSEx 103 ACC (%) AUC (%)
puk Intervals | n | NB INB | NB INB NB-T NLNN NAL | NB INB NB-T NLNN NAL | AACC (%)
500 | 3.3 2.9 | 660 832 966 207 283 | 90.7 97.2 997 527  63.7 -22.3
0.55,0.65) | 1000 | 22 1.2 [ 759 926 969  21.1  39.3 | 947 994 998 554  74.8 -17.6
5000 | 1.0 0.2 | 909 950 957 308 80.6 | 99.1 99.7 99.8 644  96.5 4.2
500 | 3.0 2.8 | 738 840 966 207 305 | 942 97.7 99.7 538  67.8 -14.5
0.65,0.75) | 1000 | 1.7 1.2 [ 853 927 969  21.1 468 | 97.9 994 998 564  80.6 -8.1
5000 | 0.7 0.2 |933 951 957 353 861 | 995 99.7 99.8  66.7  98.0 1.8
500 | 27 2.7 | 787 856 966 208 329 | 960 981 997 550  70.0 9.6
0.75,0.85) | 1000 | 1.4 1.2 | 89.2 93.0 969 220 546 | 98.8 994 998 586  85.2 4.2
5000 | 0.4 0.2 |942 951 957 349 886 | 99.6 99.7 99.8  65.6  98.6 0.9
500 | 24 2.5 | 843 868 966 217 368 | 97.9 984 99.7  56.7 733 4.0
(0.85,0.95) | 1000 | 1.2 1.2 | 91.8 932 969 223 600 | 99.3 995 99.8 587  88.1 1.6
5000 | 0.3 0.2 | 947 951 957 356  90.1 | 99.7 99.7 99.8 652  99.0 0.4
500 | 2.3 24 |82 8.0 966 221 400 | 988 987 99.7 569  76.2 0.0
1.0,1.0] | 1000 | 1.1 1.1 | 934 933 969 240 645 | 995 995 99.8 617  90.4 0.0
5000 | 0.2 02 |951 951 957 312 921 | 997 99.7 99.8 624  99.3 0.0
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Real Data Experiments

» 20 Newsgroups Benchmark Dataset:
» 18,864 documents with 15,076 in the training set and 3,770 in the testing set.
» Top 7,302 words with the highest TF-IDF values are maintained.

» Mislabeled instances are artificially generated. (20%)

> Models:

NB (wrong)
INB method

1

2

3. NLNN method
4. NAL method
5

NB (correct)
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Real Data Experiments :
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Figure 2. Classification accuracy results on the 20
Newsgroups Dataset.
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Real Data Experiments

» Live Streaming Dialog Dataset:

» N = 1416
> Y. K =13

Table 3. Thirteen Categories that the messages are classified into and their corresponding responses.

Category Number

Category Description

Response Strategy

Questions related to loans

Questions related to discounts

Questions related to car prices

Questions related to total cost

Questions related to availability

Questions related to license plate

Questions related to store address
Questions totally irrelevant

Leaving contact information

Asking for contact information

Greeting message without car information
Messages without configuration information
Unclear message about new or second-hand cars

Ask for the consumer’s contact information.

Directly reply “The discount is XX%”.

Directly reply “The car price is XX RMB”.

Directly reply “The total cost is XX RMB”.

Directly reply “The car is available/unavailable”.
Answer “Yes” for the same province/“No” otherwise.
Directly reply the store address.

Ignore the message and do not reply.

Directly reply “Message received”.

A salesman/saleswoman will be automatically assigned.
Ask for the consumer’s car preference.

Ask for the consumer’s configuration preference.
Directly ask “Do you mean a new or second-hand car”.
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Re a I D a ta EX p e ri m e n ts Table 4. Descriptions for the independent variables.

Variable Name The Practical Meaning
> Live Streami nNg D|a|0g Dataset: X1 Whether the message contains car information only?
X Is the message a question?
> N — 1 4 1 6 X3 Is the message the first message sent by the consumer?
X4 Whether this message is about one specific car?
Xs Whether detailed car configuration information is provided in the message?
> Y: K — 1 3 Xe Is configuration information included in the message?
X7 Is this a message about the car store address?
Xs Whether the consumer’s contact information is given in the message?
> X: d = 2 2 X9 Whether this message is about a new car?
Xi10 Whether the message is about a second-hand car?
X11 Does the consumer ask for contact information in this message?
X2 Is the message a statement about one specific car?
X3 Has the consumer left his contact information in the previous messages?
X14 Is the message a question on license plates?
Xis Is the message a question on total cost?
X6 Is the message a question on car prices?
Xi7 Is the message a question on discounts?
Xis Is the message a question on whether the car is available or needs reservations?
X9 Is the message a question on loans?
Is the message not about the loan, total cost, car price, discount, asking for
Xo0 contact information, leaving contact information, availability,

car store address, or license plate?
Is the message not about the loan, total cost, car price, discount, asking for
contact information, leaving contact information, availability,
car store address, or license plate?
Is the message the first message sent by the consumer?
Is the message not about the loan, total cost, car price, discount, asking for
contact information, leaving contact information, availability,
Xoo car store address, or license plate?
Is the message the first message sent by the consumer?
Can we tell which car the consumer refers to in this message?

Xo1
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Real Data Experiments

» Live Streaming Dialog Dataset: » Models:
» N = 1416 » NB(wrong)
> Y: K =13 > INB
» X:d=22 » NLNN
» Mislabeling rate: about 19.49% > NAL
» Train/Test split: 80%/20% » NB(correct)
» B =100
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Real Data Experiments :
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Figure 3. Classification accuracy results on the Live
Streaming Dialog Dataset.
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Future Work

> How to accommodate continuous features?
p(zi;|Y; = k) = ¢jr(zij)

¢.(6) =ln P(X, Z,Y, Y*|0)

N N
= I P(Y;'|0) + > _ In P(Y;|Y;",0)
1=1 =1

N dg N ds
+ 3 InP(Xy|Y,0) + ) Y InP(Zi;|Yi",0)
i=1 j=1 i—1 i—1
3 v
_ZIHT"Y*+ZIHPYY*+ZZXzJIIlpr*
=1 1
N dy ” N do

+3D (1= Xij)In(1—pjye) + > Y Indjve(Zij).

=1 j=1 i=1 j=1
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